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About this talk

- Most of the confusion about AI today is due to the wrong 
interpretation (and of the following theory ascription) of the output 
of modern AI systems 

- Methodological help can come from the field of cybernetics (now 
called cognitive science) that has dealt with these issues for many 
decades now.
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Predictions are difficult…especially about the future (quot.) 
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Lieto A, 2021, Cognitive Design for Artificial Minds, Routledge/Taylor & Francis, London/New York.



Driving Questions

- What characterize biologically/cognitively inspired AI systems? 

- What are examples of biologically/cognitively inspired AI systems? 

- How do they differ from standard AI systems? 

- How can biologically/cognitively inspired AI systems be used? 

- How can be evaluated and compared? 

- How a biological/cognitive inspired approach can help to develop the 
next generation AI systems (beyond deep learning)?
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From human to artificial cognition 
(and back)



Cybernetics tradition of the AI

This approach to the study of the artificial borrowed its original inspiration – from a historical 
perspective– from the methodological apparatus developed by the scholars in Cybernetics. 

1948 book of Norbert Wiener entitled “Cybernetics: Or Control and Communication in the 
Animal and the Machine”.

One of underlying idea of cybernetics was that one of building mechanical models to simulate 
the adaptive behavior of natural systems. 

(Cordeschi, 2002): “the fundamental insight of cybernetics was in the the proposal of a 
unified study of organisms and machines”.
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When a biologically/cognitively inspired computational system/ 
architecture has an explanatory power w.r.t. the natural system taken 
as source of inspiration ?

Which are the requirements to consider in order to design a 
computational model of cognition with an explanatory power? 

Functionalist vs Structuralist Design Approaches



Functionalist vs Structuralist Models

Same input-out spec. and surface 
resemblance of the internal components 

and of their working mechanisms 
between artificial and natural system

Same input-out spec. + constrained 
resemblance of the internal components 

and of their working mechanisms 
between artificial and natural system

Functionalist Models Structuralist Models
continuum
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Birds and Jets

- Both a Bird and a Jet can fly but a jet is not a good explanatory model of a bird 
since its flights mechanisms are different from the mechanism of bird. 

- Purely functional models/systems are not “computational models of cognition” 
(they have no explanatory power w.r.t. the natural system taken as source of 
inspiration).
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Wiener’s “Paradox”

“The best material model of a cat is another or possibly the same cat” (Rosenblueth &	 Wiener45)

- Also for complete simulation of complete models (e.g. very simple organisms like the 
Caenorhabditis elegans, Kitano et al. 98) it is problematic a full understanding and testing 
of biological hypotheses.



A Design Problem
Z.Pylyshyn (’79): “if we do not formulate any restriction about a model we 
obtain the functionalism of a Turing machine. If we apply all the possible 
restrictions we reproduce a whole human being”

• A design perspective: between the explanatory level of functionalism 
(based on the macroscopic stimulus-response relationship) and the 
mycroscopic one of fully structured models (reductionist materialism) 
we have, in the middle, a lot of possible structural models.

Functionalist Models
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Structuralist Models
continuum



“Natural/Cognitive”	 Inspiration	 and AI
Early AI

Cognitive or Biological Inspiration 
for the Design of “Intelligent Systems” 

A. Newell	 M. Minsky

R. Shank

Modern AI

“Intelligence” in terms	 of 
optimality of a performance 

(narrow tasks)

mid‘80s

H. Simon
D. Rumhelart

J. McClelland

N. Wiener
Nowadays: 
Renewed attention 
“The gap between natural 
and artificial 
systems is still enormous” 
(A. Sloman, AIC 2014).



Modern successful AI systems

IBM Watson 
(symbolic)
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Alpha Go (Deep Mind) 
(connectionist)



Some	modern successful AI	 systems

IBM Watson 
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(connectionist)
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LLMs:
chatGPT
LLAMA
Gemini

… 

30



Non HUMAN ERRORS
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Anaphora resolution



Temporal reasoning





Negation
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GPT-4
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The (HUMAN) Ghost in the Machine









How can we measure the biological or the cognitive 
plausibility of an artificial system?

how can we decide what type of explanatory role assign 
to its output)?
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Webb’s dimensions

1. Biological Relevance:	 this dimension shows if and, eventually to what extent, a 
computational model can be used to generate and test hypotheses about a given 
biological system taken as a source of inspiration. 

2. Level:	 “what are the basic elements of the model that have no internal structure or 
their internal structures are ignored”. In other words it identifies the modelling 
focus. 

3. Generality: the range of biological systems the model can represent. 

4. Abstraction:	 the amount of details included in the artificial model with respect to 
the natural system taken as source of inspiration. 

5. Structural accuracy: the similarity of the mechanisms behind the behaviour of an 
artificial model with respect to those of the target biological system. 

6. Performance match: similarity of the performances of the model with respect to 
the performances obtained by the target biological system. 

7. Medium: the physical medium that has been used to implement the model.
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Limits of the Webb’s account

1) the concept of “biological relevance” or “structural accuracy” are highly overlapping and 
there is not a clearly defined method that one could use in order to determine how 
such elements are/can be operationally declined. 

2) “Medium” the Webb’s proposal explicitly limits the considerations on this aspect to the 
presence (or not) of an embodied agent. The “medium”, in her view, is the physical body of 
the agent (a robot). 

It does not consider - for example - alternative physical models of computations based, for 
example, on quantum computers or on hybrid biological/artificial neural networks realized in 
the field of bionics and neuromorphing computing



Minimal	Cognitive	 Grid
“a  non  subjective,  graded,  evaluation  framework  allowing  both 
quantitative and qualitative analysis of the biological and/or cognitive 
adequacy of  artificial  systems  in  both  single  and  multi-
tasking settings.” (Lieto, 2021) 

Functional/Structural Ratio 
Generality 
Performance match (including errors and psychometric measures)

Functionalist Models Structuralist Models
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They are NOT Biologically/
Cognitively Inspired Systems
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Summing	up…and	 looking	ahead

• Behavioral performances are not sufficient to ascribe cognitive faculties to AI 
systems (see Minimal Cognitive Grid) 

• Behavioral tests (e.g. Turing Test) don’t say very much about the actual 
“intelligence” (or the underlying competence) of a system 

• In real world contexts, the gap between natural and artificial intelligence is still 
enormous 

• Models working on the challenge of integrated intelligence will play a major role 
for the development of AI technologies and for the understanding of mental 
phenomena => Cognitive Architectures 

• Time seems mature now for a renewed collaboration between 2 “sciences of the 
artificial”: AI and Cognitive Science 

• Functionalist AI can be used to explore the path of “possible minds”, i.e. systems 
showing our capacities in a different way (but we have to avoid the ascription problem 
when talking about intentionality, consciousness etc…) —> Lieto (in press) 
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